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1. Introduction

A number of different models exists for assessment and prediction of soil erosion, sediment transport and deposition processes, from simple empirical equation applicable to small fields to complex process based models for entire watersheds. The growth of computational power as well as mapping and GIS technologies stimulated the development of spatially distributed, process based models for applications in, agriculture, geomorphology, or hydrology (Harmon and Doe, 2001). These models operate at various scales and are used for a wide range of tasks, such as conservation planning, sediment control as well as basic scientific studies of landscape and its evolution. 

To take the advantage of a diverse set of models for land use management it is important to define a decision tree for the use of these models at different spatial and temporal scales for specific planning tasks. It is now a widely accepted fact (Boardman and Favis-Mortlock, 1998) that there is no general, all purpose erosion model suitable for every possible application. Therefore a clear definition of the modeling goals and a careful calibration and validation of the model is needed before it is applied for a particular land management problem. 

A new approach in terms of model application for prediction and decision making is emerging as  ensemble modeling. This approach is based on use of multiple models, each with its strengths and weaknesses, with the prediction or decision based on the weighted ensemble of the modeling results. The approach is being increasingly used in atmospheric modeling and has a substantial  potential in the area of sediment and other pollutant transport modeling. To apply this approach  the behavior and validity of models under different conditions should be well understood and therefore a sound methodology for evaluating both quantitative and spatial properties of models is needed. In this report we have developed a methodology for comparing the model results with spatially distributed field observations and demonstrated its use in the selected area at Fort Hood military installation.

2. Accuracy of landscape erosion models

The Land Management System (LMS, Holland and Goran, 2000) applications have a strong spatial component focused on identification of possible erosion risks and planning of prevention and mitigation measures. Therefore Geographic Information Systems technology and distributed soil erosion and sediment transport models are important components of the system. Land management at military installations involves planning for landscapes with complex topography and land cover, therefore different types of interrelated erosion processes need to be considered.  The modeling supporting land management applications has to provide information about the erosion processes with the following  components:

· spatial, in the form of digital and hardcopy maps representing spatial distribution of soil erosion sources, sediment transport and deposition at a given scale, as well as spatial pattern for a number of derived information, such as maps of erosion hot spots, or land use in areas with high erosion, or areas where erosion exceeds the tolerance factor; 

· temporal, with the results represented by hydrographs and time series of maps representing evolution of erosion and sediment transport during a given event, a given time interval (month, year) or specific, management related time interval (training period, vegetation growth season, etc.)

·  averaged or integrated quantities, in the form of quantitative measures representing erosion and its impacts for a given area and/or time, for example, average erosion rate, total soil loss, percent area with high erosion risk, etc. 

From the point of view of requirements for model validation, quality of input data as well as land management applications it is important to distinguish the treatment of spatial distribution in the models: 

· Models based on homogeneous or spatially averaged units. In hydrologic applications, the units represent watershed hierarchies, channels and stream networks, lakes, wetlands or hillslope segments (Helleweger and Maidment, 1999; Flanagan, 2000; Band 2000). The processes are then described by unit-to-unit transport rules or by ordinary differential equations for quasi-1D flow. This approach is very effective for systems which include man-made structures (urban hydrology, agricultural fields), however, adequate selection of units, their network topology and hierarchies can be time consuming for larger areas and can require substantial expertise. This is true especially for complex, natural environments which cannot be easily described by simple geometrical features (e.g., a complex hillslope by a tilted plane, curved stream by a line segment). Spatial averaging greatly reduces the requirements on input data and simplifies model validation. However, the insight about the spatial aspects of the processes and land management issues gained by these models is rather limited.

· Distributed models rely on different discretizations of fields/multivariate functions, such as regular or irregular grids or meshes, derived from the numerical methods used for solving the governing equations. The most common approaches are based on finite differences, finite elements and variety of spectral projection methods. Very recently, path sampling strategies were employed for some of the water and soil transport problems because of their simplicity, robustness and scalability. These models can provide better understanding of both spatial and temporal issues of landscape processes, however, the data requirements is higher and validation of the spatial aspects is more complex.

GIS, planning and decision making tools are then used to assess the needs for land use change, design of land use patterns and conservation measures, estimation of carrying capacity of landscape and a number or additional, often complex tasks based in the spatial and temporal analysis of erosion.

When selecting a model for a land management task it is important to recognize that earth physical systems are described by a combination of deterministic (physically based) and empirical model components. Empirical models are based on observations and statistical analysis of observed data and their applicability is limited to the conditions for which they were developed. They can provide a rough picture of the phenomenon under study, but they cannot explain how the system works. Because of their simplicity, they are widely used for practical applications and as components of more complex models for the sub-processes for which the physical model is unknown or too complicated. Physically based models take into account the nature of physical processes behind the observed phenomena and are usually based on definition of model constituents, configuration space (conceptual site model), interactions between the constituents and governing equations derived from natural laws which describe the behavior of the system in space, and time. 

All current models, including those that are the most advanced with substantial process based components rely on a number of empirical parameters and therefore require calibration for the study area. While calibration of models based on the in-stream measurements is quite common it does not ensure that the model correctly predicts the processes leading to the outcome measured in the outlet. It has been repeatedly shown that very different conditions (requiring e.g. very different conservation approaches) can lead to the same observations. This is particularly important for smaller watersheds while the spatial variability becomes less important for large watersheds. 

Process-based modeling of the geospatial phenomena involves substantially more uncertainty than for example, modeling in physics or chemistry. One of the key reasons is the complexity of studied phenomena. The practical solutions then have to rely on the best possible combination of physical models, empirical evidence, intuition and available measured data. In physics, the accuracy is usually understood in a much stricter sense, because many fundamental laws are known over a broad range of scales in energy, distance or time. For example, Schrodinger equation describes the matter at the electronic level virtually exactly, that means, within spectroscopic accuracy of 6 to 12 digits. This is seldom the case in complex geoscientific applications where 50% differences between measurements and model predictions can be in many instances considered satisfactory. 

Because of the high uncertainty of geospatial models, validation field measurement program should be designed in such a way that those quantities and patterns are measured and compared with the model results which are relevant to the potential model applications. Because the tested models are distributed, spatio-temporal and simulate numerous processes it is important to define which constituent (physical quantity) is measured and at which spatial and temporal scale. Therefore we have provided the following suggestions for the quantities that may be evaluated, depending on the type of model:

a) temporally: 

· average annual soil loss for a given year

· average annual soil loss for each year over 10 years

· peak sediment flow rate and net erosion/deposition rates for a typical and extreme event

· sediment flow rate and net erosion/deposition rates for each minute of a rainfall event 

b) spatially: 

· water and sediment flow, net erosion/deposition rates at randomly selected plots with different properties within the given watershed

· averages of soil loss and total sediment transport for selected subwatersheds 

Evaluation of the accuracy of input parameters using direct field measurements at selected locations is also important. While it is possible to compare the derived terrain parameters such as slope angle with slope measured in field, as it has been done in several recent studies (e.g. Warren et al., 2002) field validation of soil and cover parameters is much more complex. Especially with the cover factor which can have a range of values within 2-3 magnitudes the error in this factor can have substantial impact on the model predictions. Its values are often assigned based on the land use and literature, based on few sampling locations or using estimates based on remote sensing data, however, these approaches do not ensure the correct values for every spatial modeling unit.

It is obvious that providing the field observations for the quantities and spatial distribution suggested above would be very expensive and would require a well designed, long term, spatially distributed monitoring program. Because almost none of the above proposed data were available from direct measurements, only limited comparison was made using the soil erosion inventory data provided by NRCS. On the other hand a more comprehensive, integrated modeling-monitoring program is being developed at the North Carolina State University as a collaborative effort between the Departments of Marine, Earth and Atmospheric Sciences and Soil Science.

3. Study area and test data

Study areas for this project were two watersheds at Fort Hood: Owl Creek and House Creek. Owl Creek is mostly natural area while House Creek includes some of the most intensively used land. Both watersheds were studied including their close neighborhood so that the ridges are well described. In the House Creek watershed we focused on several sub-watersheds which have their entire areas within the installation boundaries, because the House Creek extends beyond the installation. The results for Owl Creek which did not have the erosion inventory data are in the report Mitasova et al. 2000, here we focus on the results from House Creek area and their comparison with field data.

3.1 Input data for models

While all of the tested models can run with just a digital elevation model (DEM), to perform a realistic simulation relevant to land use management, a wide range of spatially distributed data is needed. The additional data input layers are soils, land cover, rainfall, and parameters derived from these data, such as rainfall excess, C-factor, K-factor, soil detachment coefficient, transport capacity coefficient, surface roughness. At landscape scale, these parameters are usually derived from GIS layers and verified in field where possible. We relied on our collaborators and colleagues working in the same area for the baseline data. This lead to rather heterogeneous representation of the watershed with various inconsistencies, however, such situation is quite typical for real world application environment. The following input data layers were used:

· DEM (bare soil surface), 10m horizontal and 1m vertical resolution

· Land cover raster map at 1m resolution 

· SSURGO soil map as vector polygons converted to raster map 

· Rainfall factor

As mentioned in the previous section, accuracy of input data is important for evaluation of any process based model, however, only limited metadata were available. Therefore we have used the soil erosion inventory field data to assess the validity of the input data sets in relation to the field study, in particular for the slope and C-factor parameters. The figures illustrating the input data and derived parameters can be found in the related erosion modeling tutorial (Mitasova et al., 2001).

3.1.1 DEM and topographic analysis

We have used 10m horizontal / 1m vertical resolution DEM derived by a contractor from photogrametrically produced contour data. Unfortunately the gridded data did not have sufficient vertical resolution leading to artificial pattern of slope in areas with relatively flat topography. This problem was reduced by re-interpolating the grid to floating point representation. DEM was then used to derive slope, direction of flow (aspect) and first order partial derivatives needed as inputs in the erosion models.

Re-interpolation of the DEM was performed as described for GRASS5 (see Neteler and Mitasova 2002, Mitasova et al. 2001). First, random points were generated from the original DEM :

r.random house10.el nsites=150000 sites_output=house10.150K 

The new DEM was then re-interpolated at 10m resolution and for a selected subarea also at 3m resolution and slope and aspect were computed along with re-interpolation:

g.region res=10

s.surf.rst -t house10.150K elev=house10.rst50 ten=50 smo=0.4 npmin=350 dmin=20 slo=house10sl.rst asp=house10as.rst

g.region res=3

s.surf.rst -t house10.150K elev=house3.rst50 ten=50 smo=0.2 npmin=350 dmin=15 slo=house3sl.rst asp=house3as.rst

Upslope area was computed from the DEM using the flow routing module based on D-infinite algorithm: 

r.flow house10.rst50 dsout=house10dsd.rst

Partial derivatives needed for SIMWE were estimated using the second order polynomial least square fit to the given point and its 3x3 neighborhood (Neteler and Mitasova, 2002):

r.slope.aspect house10.rst80 dx=house10rst.dx dy=house10rst.dy

Slope, upslope area and partial derivatives of the elevation surface were then used as inputs for the erosion models. Only slope was compared with the field measured data. Evaluation of accuracy of the upslope area estimate using field data would require quite complex field work and no data were available to do that.

3.1.2 Land cover 

Land cover parameters were derived based on a high resolution ( 1m ) land cover map layer with the following classes:

1:Juniper Forest

2:Live Oak Forest

3:Upland Deciduous Forest

4:North Slope Deciduous Forest

5:South Slope Deciduous Forest

6:Alluvial Deciduous Forest

7:Post Oak Forest

8:Maple Forest

9:Live Grassland/Herbaceous

10:Dormant Grassland/Herbaceous

11:Water

12:Bare Ground

13:Brush Piles

14:Urban Forest

15:Urban Grassland

16:Hardscape/Roads

The individual forest cover classes were merged into a single forest class and the following values of C-factor, Mannings coefficient n, detachment capacity coefficient Dc and transport capacity coeficient Tc were used to create the related map layers, based on the values published in literature (Haan et al. 1994, Flanagan and Nearing 1995). Where possible, C-factor values were assigned based on the values used in the field based soil erosion inventory. The assigned values of land cover parameters are as follows:

All types of forest: C=0.001 n=0.4  Dc=0.0001 Tc=0.0001

Grassland:           C=0.01  n=0.2  Dc=0.0002 Tc=0.0002

Dormant grass:       C=0.1   n=0.05 Dc=0.001  Tc=0.001

Bare ground:         C=0.5   n=0.03 Dc=0.008  Tc=0.003

Brush piles:         C=0.005 n=0.1  Dc=0.001  Tc=0.001

Hardscape and roads: C=0.0  n=0.01  Dc=0.0    Tc=0.01

It is important to note that the C-factor values based on soil erosion inventory were generally higher than those published in literature for the same land over class. Because the modeling was performed at 10m and 3m resolutions we have "downscaled" the land cover data to these resolution by category resampling procedure when the larger (lower resolution) cell is assigned the value of the closest higher resolution cell (Neteler and Mitasova 2002).

3.1. 3 Soils 

The soil data were limited to the K-factor obtained from the SSURGO database with the following values:

K=0.17, 0.27, 0.32 and 0.37. 

The vector polygon data were converted to raster at the 10m and 3m resolution. The homogeneous areas with sharp boundaries between the different K-values tend to create a sharp and not always realistic boundaries in erosion maps, however this effect can be slightly reduced by smoothing of the output erosion maps.

We did not have enough information about the soil compaction and other properties influenced by intensive use that would have allowed us to incorporate them in terms of reduced infiltration, increased critical shear stress and other impacts.

3.1.4 Rainfall

We considered the rainfall uniform for our area and we have used only the annual R=280 based on the literature (Haan et al. 1994) and a value used by the NRCS for the erosion inventory. Seasonal, monthly or event based rainfall was not used, because the land cover map reflecting the vegetation and use of the area was not available for specific time intervals. For SIMWE we used a uniform rainfall excess of 36mm/hr, although spatially variable excess based on soil properties and land use would have been more appropriate.

3.2 Erosion data for model validation

The distributed erosion models output raster maps representing rates of annual soil loss, soil detachment, sediment flow and net erosion/deposition. Ideally, such maps should be created from spatially distributed field measurements and compared with the maps resulting from the models. Extensive field monitoring and sampling over a substantial time period would be needed to provide such spatially distributed field observation data. The efforts to create distributed maps of long term pattern and rates of erosion and deposition from Cs127 measurements yielded mixed results and were not accurate enough (Warren et al. 2000). Some information about spatial pattern of erosion can be obtained from air and ground photographs (e.g., Suri and Hofierka 1996), however, the exact erosion rates need to measured in the field. Because such data, specifically designed for this study, were not available we have used measurements and estimates from NRCS erosion inventory. 

In addition to observed estimates of soil erosion by overland flow, gullies and stream bank erosion, sediment flow rates at outlets of several watersheds were proposed as core data for validation the models. While in stream sediment loads don't allow us to evaluate whether the locations with high erosion were correctly identified by the models and the measurements are often influenced by nearby bank erosion they would have been useful for mass balance evaluation. In relation to the evaluation of erosion models, Trimble (1996) shows that sediment yields at the watershed outlet do not reflect erosion and deposition within the watershed and have little value for evaluating effectiveness of erosion measures and for evaluation of the spatial aspects of distributed models. It was also suggested that a complete training data set with field measured inputs and outputs should be provided either for a subset of the test watershed or a different watershed with similar properties to ensure that all models are calibrated consistently. Such data set was used in a NATO comparative study of different erosion models, unfortunately there were no such data for this project.

Finally, LCTA (Land Condition Trend Analysis) data include some limited erosion estimates based on traditional USLE. While use of such data would allow only comparison of a model against model, because the estimate is done directly in field, LCTA data could provide at least some indication of erosion rates in undisturbed areas. We tested the usability of LCTA data by comparing the field measured LCTA slopes with slopes derived from a good quality 5m resolution DEM and we have found no correlation between the two sets of slope estimates, so we have decided not use these data as we were unable to verify how the measurements in the field were made and what were the causes for huge differences in slope estimates. Our detailed comparison of field measured and GIS estimated slopes (Warren et al., submitted) has shown that the estimates can be done within 10% RMSE, however this study has also shown that a significant smoothing and averaging is needed along with use of high resolution DEM to obtain reasonable correlation between the field and computed slopes. Such approach was not used when the LCTA data were evaluated and it would be useful to re-do the evaluation using the conclusion from Warren et al. (submitted), which we are using in this work, as described in later sections.

3.2.1 NRCS soil erosion inventory data

The inventory was performed for selected plots with the area approximately 2 acres. For each plot, sheet and rill erosion was estimated using traditional field-based RUSLE. Gully, stream bank, road and tank track erosion were estimated based on the measured changes in topography (such as the depth and width of the gully). The summary of selected attributes observed at each inventory site that were entered into the GIS database is given by the following Table (data are courtesy NRCS and Ft. Hood): 

Header Information:

        description   erosion inventory data for House creek at Ft. Hood

        labels        X|Y|#ID|%K%L%S%LS%C%P%ET%EA%EG%AG%ER%Total

Number of DIMENSIONS:         2

--------------------

                 - - MIN - -     - - MAX - -

        dim  1  604010.000000   613355.000000   Easting

        dim  2  3445785.000000  3452260.000000  Northing

Type of CATEGORY information: CELL_TYPE

----------------------------

                 - - MIN - -     - - MAX - -

                         158             214    ID number

Number of DOUBLE attributes:  11

---------------------------

                 - - MIN - -     - - MAX - -

        dbl  1           0.2            0.39    K-factor

        dbl  2            40             300    Slope Length [m]

        dbl  3             1              14    Slope angle

        dbl  4          0.12            1.45    LS

        dbl  5         0.003            0.45    C-factor

        dbl  6             1               1    P-factor

        dbl  7             0              28    Soil loss (USLE)(t/ay?)

        dbl  8             0              13    area affected

        dbl  9             0              89    gully erosion (t/y)

        dbl 10             0             0.5    area affected (acre)

        dbl 11             0             152    road erosion

TOTAL SITES COUNTED: 50

There were several unresolved issues about observation data which made a rigorous scientific comparison problematic:

· some data with road erosion do not show road in cover data 

· data are given as sites while each site represents approx. 2 acre area and the location of the reference point is not known 

· the units were not clear, for example, gully rates are in ton/year it is not clear whether it is 90 t/acre year occurring at gully area (e.g. 0.1 acre) or 90 t/year per 0.1 acre (that would lead to 900t/acre year) - we used the first interpretation.

· methods used to estimate lope, slope length and other parameters and erosion rates were not known with sufficient detail

In spite of its deficiencies the inventory data were very useful because they provide spatially distributed information on field observed erosion and they include various types of erosion. The inventory data were available only for the House Creek watershed.

4. Methods

The erosion modeling, analysis of measured data and comparison of the results was performed using Open source GIS - GRASS5.0. The system provides adequate tools for creating a GIS database for the input data as well as their processing and derivation of parameters. It also supports running simple erosion models. 

4.1 Models

In this study, three models were computed and evaluated: RUSLE3d, USPED and SIMWE. The first two are described in detaile in the tutorial Mitasova et al.(2001), SIMWE is described by Mitas and Mitasova (1998) and Mitasova and Mitas (2001). RUSLE3d was used to compute an estimate of spatial distribution of average annual soil loss (or average annual soil detachment). USPED was used to compute map layer representing annual average net erosion/deposition for transport capacity limited conditions. The results from RUSLE3D and USPED represent the opposite extremes of spatial extent of deposition as explained by Mitasova and Mitas (2001). SIMWE was used to compute sediment flow rate pattern and net erosion and deposition for a 36mm/hr uniform rainfall excess. The results represent the pattern between the two special cases modeled by RUSLE3D and USPED. The following examples show the computation of the models within GRASS5.0:

RUSLE3d with variable m

mvar=if(cf3m==0.001,0.2,0.)+if(cf3m==0.005,0.3,0.)+if(cf3m==0.01,0.4,0.)\

      +if(cf3m==0.1,0.5,0.)+if(cf3m==0.5,0.6,0.)

housle10.rst=house10.kf*-280*house10.cf*1.6*exp(house10dsd.rst*10/22.13,0.6) *exp(sin(house10sl.rst/0.0896),1.3)

USPED with variable m 

qsx.mv=kfac.3m*280*cf3m.sm*exp(dsd3.rst30*3.,mvar+1.)*exp(sin(sl3.rst30),1.3)*cos(as3.rst30)

qsy.mv=kfac.3m*280*cf3m.sm*exp(dsd3.rst30*3.,mvar+1)*exp(sin(sl3.rst30),1.3)*sin(as3.rst30)

r.slope.aspect qsx.mv dx=qsx.dx.mv

r.slope.aspect qsy.mv dy=qsy.dy.mv

usped.mvar=(qsx.dx.mv+qsy.dy.mv)

SIMWE model was run outside GRASS5.0 using the original FORTRAN software. It was loosely coupled with GRASS by input/output of data. The program is being currently integrated with GRASS to make it easier and more efficient to use.

4.2 Model comparison and evaluation

The models were evaluated using two basic measures:

·  summary statistics for the entire study area and erosion rate classes, 

·  comparison of the results in the areas representing the erosion inventory plots. 

The first measure provides overall estimates without taking into account the spatial pattern of erosion for the given land use while the second approach provides some information about the spatial properties of the predicted erosion within the limitations of the test erosion inventory data. Besides the results of erosion models we have also evaluated the observed and computed slope values to ensure that the topographic conditions observed in the field and estimated from the DEM were close enough to justify using the erosion inventory data as a basis for model evaluation. 

4.2.1 Spatially averaged comparison

To evaluate the models we have computed both summary estimates of erosion in terms of percent area in each erosion category and averages of annual soil loss for each study area and model run. These summary statistics were used to compare the results from various models. We have also compared the summary statistics with the inventory data although the area covered by the inventory is relatively limited. Visual inspection of spatial distribution of the inventory sites indicates that the selection of sites was not optimal for comparison with GIS outputs, as the locations with the highest erosion potential were not very well represented. 

The univariate statistics was computed using the modules s.univar for the inventory data and r.univar for the model results in raster format. The following measures were used in the comparison: mean, range, percent area and area in acres in each erosion category. Additional measures are given in the Appendix.

4.2.2 Plot-based evaluation

Evaluation of the model results using the inventory for the individual plots was more challenging because of the uncertainty in the location of the plots. We have tested several approaches by comparing comparing the results at the plot with the result 

·  computed at a resolution comparable to plot size, 

·  computed at a higher resolution cell located at the plot reference point

·  computed as an average of the values computed at higher resolution located in the neighborhood of the plot reference point and covering approximately the plot area.

In agreement with the findings given by Warren et al (submitted) the third approach, while the most complex, appears to be the most appropriate for the given situation. The procedure was as follows. First a n x n cell  plot around each point was created:

s.to.rast erosionf.site out=erosionf.1 size=9 field=cat

Then an average value of predicted erosion was computed for this plot:

r.average base=erosionf.dite.40m cov=husle3.16r out=husle3.16r.sit

r.what husle3.16avgs,erosiontot<erosionf.ascii>erosionavg.ascii

the same was performed for slopes

r.average base=erosionf.site.40m cov=house10sl.rst out=sloperstavg.plots

r.what sloperstavg.plots,erosionf.site.40m<erosionf.ascii> slopesavg.ascii

The correlation between the observed values and averaged predicted values was then computed using gnumeric and/or xmgr software tools.

5. Results

We focus on the results from the House Creek watershed where erosion inventory data were available. The Owl Creek results were reported by Mitasova et al. 2000.

5.1 Spatially averaged comparisons

The summary statistics for derived input data and model estimates of soil erosion was compared with the data observed in the field. It is important to note, that the comparison of the average parameters and erosion estimates from 40 plots with averages computed from almost half million cells is of limited value, especially given the spatial distribution of the plots which is not very representative of the study area. Therefore additional comparison on a plot basis was performed. We have included the summaries because they are often used for the assessment of erosion status and we highlight the problems with such measures. 

5.1.1 Slopes

First, we compare the slopes from field measured data and from the original and reinterpolated DEM. The comparison shows that the mean slope for the observed data is higher that the mean slope derived from the DEM. The underestimation of the mean slope is due to the insufficient vertical resolution of the original DEM which affects the slope estimates in relatively flat areas where most of the field plots were located. On the other hand, the DEM estimates show much higher values for the maximum slope, indicating that the steepest slopes were not included in the erosion inventory (Figure 1, Table 1).

[image: image1.png]


[image: image2.png]0.0

7.3

14,



Figure 1 Slopes in the larger study area A estimated from the original DEM (note the artificial contour-like pattern due to insufficient vertical resolution) and location of the erosion inventory plot sites, colored according to their slopes. 

Table 1. Slope in degrees for House Creek subwatersheds in area A 

House Creek A
mean
max
No of samples


field
3.4
14
40


Orig. 10m DEM 
2.9
29.3
446490


RST 10M DEM
2.8
24.6
449376


To evaluate  the impact of reinterpolation to higher resolution on the slope estimates we compared the mean and maximum slope in a smaller subwatershed estimated from the field data with means and maximum estimated from the DEM (Table 2). Because high smoothing had to be used to remove the impact of low vertical resolution of original data, reinterpolation to high resolution only slightly improves the slope estimates in the plots and it does not influence the summary values computed from all cells. The comparison also confirms that the 1m vertical resolution leads to underestimation of slope values. The much higher maximum slope derived from the entire DEMs confirms that the steeper slopes were not included in the inventory.

Table 2. Impact of reinterpolation to higher resolution on spatially averaged slope estimates for House Creek subwatershed B(10 and 3m resolution, 14 samples)

House Creek B
mean
max
No of samples

field
2.9
4
14

3m RST DEM
2.2
9.9
735318

3m RST DEM plots
2.2
3
14

10m orig. DEM 
2.3
11
735318

10m orig. DEM plots
1.8
2.7
14

5.1.2 Sheet and rill erosion, gullies and roads

For each model and study area we have computed univariate statistics for the entire area and compared it with the univariate statistics for the inventory data. We have also computed tables showing the area affected by various levels of erosion. The high values represent the impact of gullies and roads, however they are on such a small area that they have little effect on the mean erosion rate. Comparison with the field data is problematic because the inventory focused on areas which were affected by intensive use and reduced vegetation which influenced the mean value of total erosion computed from the inventory. On the other hand, when compared with summaries for the entire area the maximum observed values are much lower than the computed values because the inventory did not include the areas with steep slopes (see the range of slopes for observed and computed data in Table , as well as the FIGURE 1).

Table 3. Summary statistics for erosion estimates from inventory data and models for area A. 


Mean(t/ay)
Maximum(t/ay)
No. samples
Total

Sheet and rill
4.6
27.5
40
N/A

gullies
11.5
89
40
N/A

roads
31.2
152.5
40
N/A

total
47.4
152.5
40
N/A

RUSLE3d orig.DEM plots
9
111
40
N/A

RUSLE3d rst plots m=1.6
17
56
40
N/A

RUSLE3d orig. DEM m=1.6
4.9
582
445349
2.2 mil

RUSLE3d rst m=1.6
15
2163
445349
5.9 mil

To evaluate the impact of resolution on the mean and range of erosion we compared the results for RUSLE3d, and 10m and 3m resolution for a selected subwatershed. The results in the Table 4 show that using high resolution, reinterpolated data leads to prediction of higher means and greater range of erosion rates. The spatially averaged estimates and detachment totals computed from the lower resolution DEM with water term exponent for prevailing rill erosion are close to the estimates computed from reinterpolated data and higher resolution land cover for prevailing sheet erosion. This result demonstrates the limitations of using averaged values for evaluation of erosion models. Note, that RUSLE3d estimate with m=1.6 includes few cells with unrealistically high values, however the affected area is so small that it has little impact on the mean erosion rate, which is still lower than the mean from plots.

Table 4. Summary statistics for erosion estimates from inventory data and models for area B estimated at 10m and 3m resolution and different water term exponent.

Resolution
mean
maximum
Total

RUSLE 3d, 10m, p=1.6
3.7
341
2.7 mil

RUSLE3d, 3m, p=1.6
10.8
1208
10.2 mil

RUSLE3d, 3m, p=1.4
8.8
734
6.0 mil

RUSLE3d, 3m, p=1.1
4.5
142
3.3 mil

Comparison with USPED and SIMWE was not possible because the erosion inventory data did not include any information about deposition and net erosion rates.

4.1.3 Spatial extent of erosion risk

To compare the spatial extent of stable areas and areas with high erosion risk estimated from the different models and parameters we have classified erosion rates into 6 categories and computed percent area and acres for each category. Spatial extent of erosion risk cannot be compared with the field observations because the spatial extent of the inventory data is rather limited. 

Table 5. Comparison for House Creek area A, at 10m resolution, for RUSLE3d computed from the original 10m DEM with m=1.6 and reinterpolated DEM with m=1,6 and m=1.4

Original 10m DEM, m=1.6

|-----------------------------------------------------------------------------|

|MAP: house10.kf*-280*house10.cf*1.6*exp(house10dsd.rst*10/22.13,0.6)*exp... (|

|-----------------------------------------------------------------------------|

|                   Category Information                    |   %  |          |

|         #|description                                     | cover|     acres|

|-----------------------------------------------------------------------------|

|-2010--100|extreme. . . . . . . . . . . . . . . . . . . . .|  0.60|    65.258|

|  -100--50|severe . . . . . . . . . . . . . . . . . . . . .|  1.40|   153.247|

|   -50--20|high . . . . . . . . . . . . . . . . . . . . . .|  4.18|   456.655|

|    -20--5|moderate . . . . . . . . . . . . . . . . . . . .| 12.75|  1391.757|

|     -5--1|low. . . . . . . . . . . . . . . . . . . . . . .| 13.21|  1442.157|

|      -1-0|stable . . . . . . . . . . . . . . . . . . . . .| 67.85|  7404.853|

|-----------------------------------------------------------------------------|

|TOTAL                                                      |100.00|10,913.925|

+-----------------------------------------------------------------------------+

Reinterpolated 10m DEM, m=1.6

|-----------------------------------------------------------------------------|

|MAP: house10.kf*-280*house10.cf*1.6*exp(house10dsd.rst*10/22.13,0.6)*exp... (|

|-----------------------------------------------------------------------------|

|                   Category Information                    |   %  |          |

|         #|description                                     | cover|     acres|

|-----------------------------------------------------------------------------|

|-2510--100|extreme. . . . . . . . . . . . . . . . . . . . .|  3.05|   334.852|

|  -100--50|severe . . . . . . . . . . . . . . . . . . . . .|  3.88|   426.395|

|   -50--20|high . . . . . . . . . . . . . . . . . . . . . .| 13.49|  1482.486|

|    -20--5|moderate . . . . . . . . . . . . . . . . . . . .| 28.51|  3133.595|

|     -5--1|low. . . . . . . . . . . . . . . . . . . . . . .| 19.26|  2116.748|

|      -1-0|stable . . . . . . . . . . . . . . . . . . . . .| 31.82|  3497.744|

|-----------------------------------------------------------------------------|

|TOTAL                                                      |100.00|10,991.820|

+-----------------------------------------------------------------------------+

Reinterpolated 10m, m=1.4

|-----------------------------------------------------------------------------|

|MAP: house10.kf*-280*house10.cf*1.4*exp(house10dsd.rst*10/22.13,0.4)*exp... (|

|-----------------------------------------------------------------------------|

|                   Category Information                    |   %  |          |

|         #|description                                     | cover|     acres|

|-----------------------------------------------------------------------------|

|-2510--100|extreme. . . . . . . . . . . . . . . . . . . . .|  0.80|    87.989|

|  -100--50|severe . . . . . . . . . . . . . . . . . . . . .|  3.23|   355.461|

|   -50--20|high . . . . . . . . . . . . . . . . . . . . . .|  7.01|   770.478|

|    -20--5|moderate . . . . . . . . . . . . . . . . . . . .| 30.29|  3329.269|

|     -5--1|low. . . . . . . . . . . . . . . . . . . . . . .| 24.55|  2698.907|

|      -1-0|stable . . . . . . . . . . . . . . . . . . . . .| 34.11|  3749.716|

|-----------------------------------------------------------------------------|

|TOTAL                                                      |100.00|10,991.820|

+-----------------------------------------------------------------------------+

The comparison shows , that in spite of the fact that the summary statistics of erosion estimated from the original and reinterpolated DEM is similar, the spatial extent of erosion categories is substantially different. The integer DEM leads to overestimation of spatial extent of stable areas. Reduction of the m exponent reduces the spatial extent of higher erosion classes while keeping the proportion of stable areas. This shows the importance of performing the spatial extent analysis in addition to computation of averages and totals, because the same value of average can be obtained by very different spatial distributions of erosion pattern.

To evaluate the impact of resolution, reinterpolation and different exponents m we compare the results for a smaller subwatershed (Table 6)

Table 6 Comparison of RUSLE3d results for House Creek subwatershed B modeled at 10m and 3m resolution.

Original 10m DEM, m=1.6

-----------------------------------------------------------------------------|

|MAP: house10.kf*-280*house10.cf*1.6*exp(house10dsd.rst*10/22.13,0.6)*exp... (|

|-----------------------------------------------------------------------------|

|                   Category Information                    |   %  |          |

|         #|description                                     | cover|     acres|

|-----------------------------------------------------------------------------|

|-2010--100|extreme. . . . . . . . . . . . . . . . . . . . .|  0.39|   6.27117|

|  -100--50|severe . . . . . . . . . . . . . . . . . . . . .|  1.20|  19.36020|

|   -50--20|high . . . . . . . . . . . . . . . . . . . . . .|  2.70|  43.48044|

|    -20--5|moderate . . . . . . . . . . . . . . . . . . . .| 10.23| 164.77722|

|     -5--1|low. . . . . . . . . . . . . . . . . . . . . . .| 16.41| 264.42489|

|      -1-0|stable . . . . . . . . . . . . . . . . . . . . .| 69.07|1112.87790|

|-----------------------------------------------------------------------------|

|TOTAL                                                      |100.00|1611.19182|

10m resolution reinterpolated

|-----------------------------------------------------------------------------|

|MAP: house10.kf*-280*house10.cf*1.6*exp(house10dsd.rst*10/22.13,0.6)*exp... (|

|-----------------------------------------------------------------------------|

|                   Category Information                    |   %  |          |

|         #|description                                     | cover|     acres|

|-----------------------------------------------------------------------------|

|-2510--100|extreme. . . . . . . . . . . . . . . . . . . . .|  2.11|  34.01145|

|  -100--50|severe . . . . . . . . . . . . . . . . . . . . .|  2.89|  46.52047|

|   -50--20|high . . . . . . . . . . . . . . . . . . . . . .| 10.62| 171.10617|

|    -20--5|moderate . . . . . . . . . . . . . . . . . . . .| 35.23| 567.58129|

|     -5--1|low. . . . . . . . . . . . . . . . . . . . . . .| 27.27| 439.41999|

|      -1-0|stable . . . . . . . . . . . . . . . . . . . . .| 21.88| 352.55245|

|-----------------------------------------------------------------------------|

|TOTAL                                                      |100.00|1611.19182|

+-----------------------------------------------------------------------------+

3m resolution reinterpolated, m=1.6 (prevailing rill erosion)

|-----------------------------------------------------------------------------|

|MAP: kfac.3m*-280*cf3m*ls3.16r (husle3.16r in helahood)                      |

|-----------------------------------------------------------------------------|

|                   Category Information                    |   %  |          |

|         #|description                                     | cover|     acres|

|-----------------------------------------------------------------------------|

|-2010--100|extreme. . . . . . . . . . . . . . . . . . . . .|  2.46|  39.43373|

|  -100--50|severe . . . . . . . . . . . . . . . . . . . . .|  3.09|  49.52272|

|   -50--20|high . . . . . . . . . . . . . . . . . . . . . .| 11.16| 179.00181|

|    -20--5|moderate . . . . . . . . . . . . . . . . . . . .| 33.41| 536.13430|

|     -5--1|low. . . . . . . . . . . . . . . . . . . . . . .| 28.30| 454.05125|

|      -1-0|stable . . . . . . . . . . . . . . . . . . . . .| 21.59| 346.41239|

|-----------------------------------------------------------------------------|

|TOTAL                                                      |100.00|1604.55620|

+-----------------------------------------------------------------------------+

3m resolution reinterpolated, m=1.4

|-----------------------------------------------------------------------------|

|MAP: kfac.3m*-280*cf3m*ls3.14r (husle3.14r in helahood)                      |

|-----------------------------------------------------------------------------|

|                   Category Information                    |   %  |          |

|         #|description                                     | cover|     acres|

|-----------------------------------------------------------------------------|

|-2010--100|extreme. . . . . . . . . . . . . . . . . . . . .|  1.02|  16.32016|

|  -100--50|severe . . . . . . . . . . . . . . . . . . . . .|  2.19|  35.19813|

|   -50--20|high . . . . . . . . . . . . . . . . . . . . . .|  6.64| 106.61663|

|    -20--5|moderate . . . . . . . . . . . . . . . . . . . .| 29.01| 465.42470|

|     -5--1|low. . . . . . . . . . . . . . . . . . . . . . .| 37.49| 601.63941|

|      -1-0|stable . . . . . . . . . . . . . . . . . . . . .| 23.65| 379.41050|

|-----------------------------------------------------------------------------|

|TOTAL                                                      |100.00|1604.60953|

3m resolution reinterpolated, m=1.1 (prevailing sheet erosion) |-----------------------------------------------------------------------------| |MAP: kfac.3m*-280*cf3m*ls3.11r (husle3.11r in helahood)                      | |-----------------------------------------------------------------------------|      |                   Category Information                    |   %  |          |

|         #|description                                     | cover|     acres|

|-----------------------------------------------------------------------------|

|-2010--100|extreme. . . . . . . . . . . . . . . . . . . . .|  0.02|   0.32223|

|  -100--50|severe . . . . . . . . . . . . . . . . . . . . .|  1.03|  16.52239|

|   -50--20|high . . . . . . . . . . . . . . . . . . . . . .|  2.90|  46.46714|

|    -20--5|moderate . . . . . . . . . . . . . . . . . . . .| 19.66| 315.44985|

|     -5--1|low. . . . . . . . . . . . . . . . . . . . . . .| 46.05| 738.96968|

|      -1-0|stable . . . . . . . . . . . . . . . . . . . . .| 30.34| 486.87825|

|-----------------------------------------------------------------------------|

|TOTAL                                                      |100.00|1604.60953|

+-----------------------------------------------------------------------------+

3m resolution reinterpolated, variable m

|-----------------------------------------------------------------------------|

|MAP: kfac.3m*-280*cf3m*ls3.mvar (husle3.mvar in helahood)                    |

|-----------------------------------------------------------------------------|

|                   Category Information                    |   %  |          |

|         #|description                                     | cover|     acres|

|-----------------------------------------------------------------------------|

|-2010--100|extreme. . . . . . . . . . . . . . . . . . . . .|  2.32|  37.25149|

|  -100--50|severe . . . . . . . . . . . . . . . . . . . . .|  2.27|  36.36703|

|   -50--20|high . . . . . . . . . . . . . . . . . . . . . .|  9.38| 150.56152|

|    -20--5|moderate . . . . . . . . . . . . . . . . . . . .| 30.98| 497.14724|

|     -5--1|low. . . . . . . . . . . . . . . . . . . . . . .| 32.08| 514.74520|

|      -1-0|stable . . . . . . . . . . . . . . . . . . . . .| 22.96| 368.48372|

|-----------------------------------------------------------------------------|

|TOTAL                                                      |100.00|1604.55620|

+-----------------------------------------------------------------------------+

The comparison for the smaller subwatershed is consistent with the comparison for the large area for 10m resolution original and reinterpolated DEM. Because of low tension and relatively high smoothing the difference between the results computed from 10m resolution and 3m resolution data is relatively small with 3m resolution resulting in slight increase in the extent of high erosion areas. This due to the better description of concentrated flow at higher resolutions (Figure 2). It is important to not that the integer DEM  had greater impact on spatial extent of erosion in the given classes than the value of exponent m.

We have computed similar tables also for the USPED model which computes net erosion and deposition for transport capacity limited case, therefore the spatial extent of deposition is the highest possible for the given topographic and land cover conditions. The tables were computed for the smaller subwatershed B at 3m resolution with water term exponent m=1.6 and spatially variable value depending on land cover. Overall the erosion estimates are lower compared to RUSLE3d which is consistent with the difference between the two models and the special cases of erosion regimes that they represent. The spatially variable m produced the results closer to the RUSLE3d than the m=1.6. 

Table 7 Comparison of USPED results for House Creek subwatershed B modeled at 3m resolution.

USPED m=1.6

|-----------------------------------------------------------------------------|

|MAP: qs16x.dx+qs16y.dy (usped16c in helahood)                                |

|-----------------------------------------------------------------------------|

|                   Category Information                    |   %  |          |

|         #|description                                     | cover|     acres|

|-----------------------------------------------------------------------------|

|-2010--100|extreme. . . . . . . . . . . . . . . . . . . . .|  0.48|   7.68230|

|  -100--50|severe . . . . . . . . . . . . . . . . . . . . .|  0.16|   2.52225|

|   -50--20|high . . . . . . . . . . . . . . . . . . . . . .|  0.36|   5.80228|

|    -20--5|moderate . . . . . . . . . . . . . . . . . . . .|  1.59|  25.76248|

|     -5--1|low. . . . . . . . . . . . . . . . . . . . . . .| 11.49| 185.79076|

|      -1-0|stable . . . . . . . . . . . . . . . . . . . . .| 66.41|1073.60417|

|    0-5000|deposition . . . . . . . . . . . . . . . . . . .| 19.51| 315.38541|

|-----------------------------------------------------------------------------|

|TOTAL                                                      |100.00|1616.54965|

+-----------------------------------------------------------------------------+

USPED variable m

-----------------------------------------------------------------------------+

|                         RASTER MAP CATEGORY REPORT                          |

|LOCATION: fthood                                     Thu May  9 14:30:35 2002|

|-----------------------------------------------------------------------------|

|          north: 3452459.85626283    east: 607013.77018043                   |

|REGION    south: 3450051.50581794    west: 604255.08072174                   |

|          res:         2.99919109    res:        2.9985755                   |

|-----------------------------------------------------------------------------|

|MASK:none                                                                    |

|-----------------------------------------------------------------------------|

|MAP: (qsx.dx.mv+qsy.dy.mv) (usped.mvar in helahood)                          |

|-----------------------------------------------------------------------------|

|                   Category Information                    |   %  |          |

|         #|description                                     | cover|     acres|

|-----------------------------------------------------------------------------|

|-2010--100|extreme. . . . . . . . . . . . . . . . . . . . .|  2.74|  42.50487|

|  -100--50|severe . . . . . . . . . . . . . . . . . . . . .|  2.00|  31.11587|

|   -50--20|high . . . . . . . . . . . . . . . . . . . . . .|  4.10|  63.70953|

|    -20--5|moderate . . . . . . . . . . . . . . . . . . . .| 11.36| 176.36845|

|     -5--1|low. . . . . . . . . . . . . . . . . . . . . . .| 22.81| 354.13913|

|      -1-0|stable . . . . . . . . . . . . . . . . . . . . .| 23.38| 363.06144|

|    0-5000|deposition . . . . . . . . . . . . . . . . . . .| 33.61| 521.96082|

|-----------------------------------------------------------------------------|

|TOTAL                                                      |100.00|1552.86012|

+-----------------------------------------------------------------------------+
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Figure 2. RUSLE3d result for the small subwatershed showing clearly the neagtive impact of dirt roads. The inventory sites reference points are shown as cylinder site symbols.

[image: image4.png]


Figure 3. Net erosion and deposition pattern estimated by USPED

5.2 Plot based comparison

We have compared the parameters and erosion observed at the plots with the results obtained for the areas around the reference plots. Based on our experience with comparison of field measured slopes with slopes computed from DEMs we have used values computed at higher resolutions (10m and 3m) and averaged them for the larger areas with the size approximate to the size of the inventory plots. The averaging significantly improves the correlation between the observed and GIS estimated values as shown by the following example. If the measured values of slope are compared with the values at reference points there is practically no correlation between the measured and computed slope (r=0.17). If we use values computed as averages of slopes computed around the reference points the correlation substantially improves (r=0.50). The correlation between the measured data and slope computed from integer and floating point DEM is practically the same. Because of the averaging, the fact that slopes from the original DEM have artificial pattern is not reflected in this analysis. 

5.2.1 Slopes

Correlation between the field observed slopes from erosion inventory and GIS estimated slopes:

a) from the original DEM at the reference cell, without averaging

Number of observations                   = 36

Mean of independent variable             = 2.325646

Mean of dependent variable               = 2.708333

Standard dev. of ind. variable           = 1.748064

Standard dev. of dep. variable           = 1.546309

Correlation coefficient                  = 0.1736998

Regression coefficient (SLOPE)           = 0.1536521

Standard error of coefficient            = 0.1493988

t - value for coefficient                = 1.028469

Regression constant (INTERCEPT)          = 2.350993

b) from re-interpolated DEM using RST

Number of observations                   = 35

Mean of independent variable             = 2.342515

Mean of dependent variable               = 2.425714

Standard dev. of ind. variable           = 0.5992892

Standard dev. of dep. variable           = 1.134575

Correlation coefficient                  = 0.5069566

Regression coefficient (SLOPE)           = 0.9597709

Standard error of coefficient            = 0.2840748

t - value for coefficient                = 3.378585

Regression constant (INTERCEPT)          = 0.1774363

c) from the original DEM

Number of observations                   = 35

Mean of independent variable             = 2.381661

Mean of dependent variable               = 2.425714

Standard dev. of ind. variable           = 0.606873

Standard dev. of dep. variable           = 1.134575

Correlation coefficient                  = 0.5448553

Regression coefficient (SLOPE)           = 1.01863

Standard error of coefficient            = 0.2728959

t - value for coefficient                = 3.732669

Regression constant (INTERCEPT)          = -0.0003172071

The results show that using high resolution computation of slopes and then averaging the values for the given test area can significantly improve the correlation between the field observed values of slope and GIS-based estimates. The results also show that the correlation for reinterpolated and original DEMs are approximately the same in spite of the fact that the slope pattern is significantly different. 

5.2.2 Erosion RUSLE3d

The same approach as presented for slopes was used to evaluate the RUSLE3d results for the smaller subwatershed B at 3m resolution, using 14 inventory plot. We had to remove one of the plots where the slope estimates were very different, bringing the number of plots to 13.  We have then compared the correlations between the total and sheet/rill erosion from the inventory data with erosion rates estimates with different resolutions and parameters.

The comparison spreadsheet was created as follows:

r.what erosionf.site.totn, erosionf.site.sheet, housle10.rst.plot, housle10.plot2, housle10.rst14.plot, husle3.mvar.plot, husle3.11.plot, husle3.14.plot <erosionf.ascii>husle.plots2

and correlation coefficient was computed using the gnumeric spreadsheet application with the following results. The highest correlation was found between the observed sheet/rill erosion and   the results computed from 3m reinterpolated DEM and m=1.1 (r=0.73). Close to that was the correlation with the result from 10m DEM and p=1.6 (r=0.71) which is in agreement with the spatial extent results suggesting that statistically, the results for RUSLE3d computed at 3m resolution with exponent for prevailing sheet erosion (m=1.1) are close to the results from 10m original DEM and exponent for prevailing rill erosion (m=1.6). This fact points out to the difficulties of using summary statistics for assessment of erosion, because quite different processes and phenomena may lead to similar results. The result for 10m resolution data and m=1.4 was only slightly worse (r=0.61) and at 3m resolution it was r=0.42, similar to the result with variable m exponent (r=0.42). Because RUSLE3d incorporates the impact of concentrated flow and the high resolution cover data allowed us to certain extent incorporate the impact of roads we have also computed the correlation  between the total observed erosion for each plot and the predicted erosion rates. The correlation with the 10m resolution estimate was much lower (r=0.27) than for the sheet flow. 

5.3. SIMWE:  validation and implementation in GRASS 

While it is possible to use SIMWE to estimate average annual erosion rates by simulating an annual series of events the provided erosion field data did not have any observations about sediment flow rates or deposition therefore a comprehensive evaluation was not possible. We performed SIMWE simulations for the smaller subwatershed and computed sediment flow rates as well as net erosion/deposition for steady, uniform rainfall and spatially variable land cover, topography and soil properties. Upland areas had similar patterns as USPED, however, the forested buffers showed wider deposition and indicated possible wetlands during the periods of heavy rainfall. Similarly as for RUSLE3d and USPED, the impact of roads and concentrated flow was significant.

To enable more efficient running of SIMWE we are currently implementing the path sampling method used in SIMWE into GRASS GIS as two modules for simulating water flow and sediment flow with net erosion/deposition in spatially variable conditions. Along with the implementation the model is being tested using several continuously monitored small watersheds in the Triangle area which include natural, agricultural as well as developed areas. Monitoring and simulations during a construction with severe disturbances is also scheduled. The results will be reported in a separate report later in 2002.

6. Conclusions

In spite of the data limitations this study has provided several important results from the point of view of validation of spatially distributed models of landscape processes and specifically erosion by overland water flow.

Both the field observations and the models show that roads and gullies are the major contributors to overall soil loss. To capture this fact, high resolution data are need or the roads and potential gullies should be provided as specific hydrologic units. State of the art, 1m resolution land cover data allowed us to incorporate full impact of dirt roads, however, to make such modeling feasible for entire installations a multiscale approach is needed, with natural areas modeled at lower resolutions and intensively used area with dense network of dirt roads modeled at resolutions 5m and higher. While the data about the cover included information about the dirt roads, the 10m resolution DEM was not detailed enough. The results for 10m horizontal/1m vertical resolution DEM were close to the model estimates for prevailing sheet erosion and for field observation for sheet and rill erosion, however, the it was impossible to predict the high erosion rates for roads and gullies based on the original DEM. If 10m horizontal/1m vertical resolution elevation data are used, it is necessary to include additional estimates for contribution of road and gully erosion to the total soil loss estimates. While we did not have high resolution (1-2m) DEM available, our results using reinterpolated 3m resolution DEM and 2m resolution cover indicate, that substantial contributions of road and gully erosion can be captured at these resolution.

 The comparison of models results based on summary statistics show that for lumped models which require spatially averaged parameters the integer DEM can be used, however such comparisons can be misleading, as they fail to identify the critical sources of soil loss by averaging them with the low erosion areas. The use of low resolution data leads to overestimation of stable areas, the fact which is not captured in the averages. Plot-based comparison can provide important insights into model performance, however the plots should be carefully selected to ensure representative coverage. From the point of view of model validation, important result for the design of field measurements is the need to compute at high resolution and compare with averages. 
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APPENDIX

Appendix 1

Small watershed (area B)

Statistics for observed inventory data

-----------------------------------------------------

slope

Calculating statistics (decfield: 3) ... 100%

        number of points 14

                    mean 2.89286

      standard deviation 1.02241

coefficient of variation 35.3427

                skewness -0.0926018

                kurtosis -1.65675

         mean of squares 9.33929

 mean of absolute values 2.89286

                 minimum 1.5

          first quartile 2

                  median 3

          third quartile 4

                 maximum 4

sheet and rill

s.univar erosionf.site field=8

number of points 14

                    mean 3.92143

      standard deviation 3.32755

coefficient of variation 84.8555

                skewness 1.62087

                kurtosis 1.99852

         mean of squares 25.6593

 mean of absolute values 3.92143

                 minimum 1

          first quartile 1.9

                  median 3.15

          third quartile 4.3

                 maximum 13

gullies

s.univar erosionf.site field=9

number of points 14

                    mean 12.4286

      standard deviation 24.0982

coefficient of variation 193.894

                skewness 2.29897

                kurtosis 4.36979

         mean of squares 693.714

 mean of absolute values 12.4286

                 minimum 0

          first quartile 0

                  median 0.5

          third quartile 7

                 maximum 86

roads

s.univar erosionf.site field=11

        number of points 14

                    mean 26.6429

      standard deviation 35.3523

coefficient of variation 132.69

                skewness 1.71569

                kurtosis 1.64783

         mean of squares 1870.36

 mean of absolute values 26.6429

                 minimum 0

          first quartile 3

                  median 16

          third quartile 25

                 maximum 116

total

s.univar erosionfin.tot

        number of points 14

                    mean 42.9929

      standard deviation 37.715

coefficient of variation 87.7238

                skewness 0.931782

                kurtosis -0.485285

         mean of squares 3169.2

 mean of absolute values 42.9929

                 minimum 1.9

          first quartile 17.4

                  median 29

          third quartile 50.2

                 maximum 120.3

Statistics for RUSLE3d results at reference points

----------------------------------------------------------

 s.univar husle3.14.site

        number of points 14

                    mean -6.81822

      standard deviation 7.07745

coefficient of variation -103.802

                skewness -1.02915

                kurtosis -0.26826

         mean of squares 93.0006

 mean of absolute values 6.81822

                 minimum -22.3313

          first quartile -11.0166

                  median -3.79141

          third quartile -1.71074

                 maximum -0.138271

 s.univar husle3.16rsite

        number of points 14

                    mean -11.4067

      standard deviation 15.0189

coefficient of variation -131.667

                skewness -1.5628

                kurtosis 1.0408

         mean of squares 339.569

 mean of absolute values 11.4067

                 minimum -47.3362

          first quartile -12.9282

                  median -5.8167

          third quartile -2.24839

                 maximum -0.136425

mean from entire raster 14t/acre.yea

s.univar husle3.16avgsit

        number of points 14

                    mean -27.6986

      standard deviation 65.0628

coefficient of variation -234.895

                skewness -3.1806

                kurtosis 8.43463

         mean of squares 4698.02

 mean of absolute values 27.6986

                 minimum -250.653

          first quartile -10.9781

                  median -6.89412

          third quartile -5.05983

                 maximum -3.15869

C-factor

------------------------------------------

inventory

 s.univar erosionf.site field=5

        number of points 14

                    mean 0.141

      standard deviation 0.105719

coefficient of variation 74.9779

                skewness 1.91822

                kurtosis 3.26816

         mean of squares 0.0302591

 mean of absolute values 0.141

                 minimum 0.042

          first quartile 0.1

                  median 0.1

          third quartile 0.1

                 maximum 0.45

model

s.univar cfac.site

        number of points 14

                    mean 0.207857

      standard deviation 0.193199

coefficient of variation 92.9479

                skewness 0.893284

                kurtosis -1.10399

         mean of squares 0.0778643

 mean of absolute values 0.207857

                 minimum 0.01

          first quartile 0.1

                  median 0.1

          third quartile 0.1

                 maximum 0.5

Subwatersheds in area B

Statistics for inventory data

ET (sheet and rill total from plots)

s.univar erosionf.site field=7

        number of points 40

                    mean 9.55

      standard deviation 10.5343

coefficient of variation 110.307

                skewness 2.66112

                kurtosis 8.65312

         mean of squares 199.4

 mean of absolute values 9.55

                 minimum 0

          first quartile 3

                  median 7

          third quartile 11

                 maximum 57

EA sheet an rill per acre

s.univar erosionf.site field=8

        number of points 40

                    mean 4.6025

      standard deviation 5.0447

coefficient of variation 109.608

                skewness 2.68068

                kurtosis 8.90793

         mean of squares 45.9958

 mean of absolute values 4.6025

                 minimum 0

          first quartile 1.4

                  median 3.4

          third quartile 5.25

                 maximum 27.5

EG gully erosion

s.univar erosionf.site field=9

        number of points 40

                    mean 11.575

      standard deviation 22.7854

coefficient of variation 196.85

                skewness 2.35107

                kurtosis 4.59557

         mean of squares 640.175

 mean of absolute values 11.575

                 minimum 0

          first quartile 0

                  median 0.5

          third quartile 9

AG area gullies - DO NOT USE

s.univar erosionf.site field=10

        number of points 40

                    mean 0.0535

      standard deviation 0.105479

coefficient of variation 197.158

                skewness 2.92436

                kurtosis 8.67329

         mean of squares 0.01371

 mean of absolute values 0.0535

                 minimum 0

          first quartile 0

                  median 0.005

          third quartile 0.07

                 maximum 0.5

ER road erosion

s.univar erosionf.site field=11

        number of points 40

                    mean 31.225

      standard deviation 38.7321

coefficient of variation 124.042

                skewness 1.48634

                kurtosis 1.44444

         mean of squares 2437.68

 mean of absolute values 31.225

                 minimum 0

          first quartile 0

                  median 21

          third quartile 39

                 maximum 152

EA+EG+ER sheet+rill+gullies+roads

all sites have non-zero erosion (one has only 0.01acre gully)

s.univar erosionfin.tot

        number of points 40

                    mean 47.4025

      standard deviation 44.2742

coefficient of variation 93.4007

                skewness 0.827086

                kurtosis -0.373836

         mean of squares 4158.2

 mean of absolute values 47.4025

                 minimum 0

          first quartile 6.15

                  median 34.15

          third quartile 85.7

                 maximum 152.5

--------------------------------------------------

Statistics from RUSLE3d at plots reference points

10m resolution integers

only 16 sites out of 40 had non-zero erosion 

s.univar house10.asci

        number of points 40

                    mean -3.19732

      standard deviation 7.31598

coefficient of variation -228.816

                skewness -2.76338

                kurtosis 7.05321

         mean of squares 62.4083

 mean of absolute values 3.19732

                 minimum -33.0282

          first quartile -2.74962

                  median -0

          third quartile -0

                 maximum -0

10m resolution reinterpolated

only one site had zero erosion

s.univar housle10.rst m=1.6

        number of points 40

                    mean -17.8174

      standard deviation 26.2873

coefficient of variation -147.537

                skewness -2.16749

                kurtosis 4.20555

         mean of squares 991.205

 mean of absolute values 17.8174

                 minimum -111.745

          first quartile -22.1915

                  median -6.39765

          third quartile -1.35733

                 maximum -0

m=1.4

s.univar housle10.rst14

        number of points 40

                    mean -9.85822

      standard deviation 13.4296

coefficient of variation -136.227

                skewness -1.91593

                kurtosis 3.20543

         mean of squares 273.029

 mean of absolute values 9.85822

                 minimum -57.3066

          first quartile -13.6765

                  median -4.04323

          third quartile -0.937429

                 maximum -0

USPED m=1

 s.univar husped1.site

        number of points 40

                    mean 11.6684

      standard deviation 58.6892

coefficient of variation 502.976

                skewness 1.43126

                kurtosis 3.94987

         mean of squares 3494.47

 mean of absolute values 32.4159

                 minimum -125.977

          first quartile -6.56482

                  median -0.112169

          third quartile 12.7232

                 maximum 225.661

USPED net erosion 

s.univar husped1er.site

        number of points 22

                    mean -18.8614

      standard deviation 30.278

coefficient of variation -160.529

                skewness -2.50302

                kurtosis 5.81229

         mean of squares 1230.84

 mean of absolute values 18.8614

                 minimum -125.977

          first quartile -24.0421

                  median -6.12028

          third quartile -2.34314

                 maximum -0.00310332

USPED net deposition

s.univar husped1dep.site

        number of points 18

                    mean 48.9825

      standard deviation 63.9453

coefficient of variation 130.547

                skewness 1.44453

                kurtosis 1.24292

         mean of squares 6261.13

 mean of absolute values 48.9825

                 minimum 0.125605

          first quartile 4.36874

                  median 16.4268

          third quartile 54.504

                 maximum 225.661

Slope comparison

house10.sl

Number of cells: 446490

Minimum: 0

Maximum: 29.3397979736

Range:  29.3398

Arithmetic Mean:  2.90184

Variance:  5.32578

Standarddeviation: 2.30777

Variation coefficient: 79.5276 %

house10sl.rst

Number of cells: 449376

Minimum: 0.0021004679

Maximum: 24.6363868713

Range:  24.6343

Arithmetic Mean:  2.8074

Variance:  4.1099

Standarddeviation: 2.02729

Variation coefficient: 72.2123 %

averaged for a plot from 10m rst

Number of observations                   = 35

Mean of independent variable             = 2.342515

Mean of dependent variable               = 2.785714

Standard dev. of ind. variable           = 0.5992892

Standard dev. of dep. variable           = 2.250117

Correlation coefficient                  = 0.347444

Regression coefficient (SLOPE)           = 1.304528

Standard error of coefficient            = 0.6128806

t - value for coefficient                = 2.128519

Regression constant (INTERCEPT)          = -0.2701625

 After changing 14 to 1.4

Number of observations                   = 35

Mean of independent variable             = 2.342515

Mean of dependent variable               = 2.425714

Standard dev. of ind. variable           = 0.5992892

Standard dev. of dep. variable           = 1.134575

Correlation coefficient                  = 0.5069566

Regression coefficient (SLOPE)           = 0.9597709

Standard error of coefficient            = 0.2840748

t - value for coefficient                = 3.378585

Regression constant (INTERCEPT)          = 0.1774363

Number of observations                   = 35

Mean of independent variable             = 2.381661

Mean of dependent variable               = 2.425714

Standard dev. of ind. variable           = 0.606873

Standard dev. of dep. variable           = 1.134575

Correlation coefficient                  = 0.5448553

Regression coefficient (SLOPE)           = 1.01863

Standard error of coefficient            = 0.2728959

t - value for coefficient                = 3.732669

Regression constant (INTERCEPT)          = -0.0003172071

without averaging

Number of observations                   = 36

Mean of independent variable             = 2.325646

Mean of dependent variable               = 2.708333

Standard dev. of ind. variable           = 1.748064

Standard dev. of dep. variable           = 1.546309

Correlation coefficient                  = 0.1736998

Regression coefficient (SLOPE)           = 0.1536521

Standard error of coefficient            = 0.1493988

t - value for coefficient                = 1.028469

Regression constant (INTERCEPT)          = 2.350993
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